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ABSTRACT
The past decade has witnessed the emergence of several publicly
available and proprietary knowledge graphs (KGs). The depth and
breadth of content in these KGsmade them not only rich sources of
structured knowledge by themselves, but also valuable resources
for search systems. A surge of recent developments in entity link-
ing and entity retrieval methods gave rise to a new line of research
that aims at utilizing KGs for text-centric retrieval applications.
This tutorial is the first to summarize and disseminate the progress
in this emerging area to industry practitioners and researchers.
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1 INTRODUCTION
Large knowledge graphs (KGs) and scalable entity linking technol-
ogy are powerful tools for deeper understanding of the semantics
of text. While these tools can be used for a wide range of tasks, in
this tutorial, we focus on how knowledge graphs and entity links
are most effectively utilized for text-centric information retrieval
(IR).

We use the term entity to denote any entry in a KG, while dis-
tinguishing it from a mention of an entity in text (which was pre-
viously referred to as entity in the literature about named entity
recognition). As such, we leverage a generic, extended definition of
entities to encompass any entry in a KG, whichmay include, for ex-
ample, people and places, but also chemical compounds, diseases,
as well as intangible concepts, such as “information retrieval”. KGs
also provide information on relations between entities, which can
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be typed according to a schema or declared as links without fur-
ther semantic specification. Such relations are represented as edges
(or hyperedges) in the KG. They may be entered manually into
the graph, sourced from various data bases, or extracted from text
for automatic knowledge graph population. Entity retrieval, then,
refers to the task of retrieving relevant KG entries in response to a
user query. Entity linking refers to the annotation of text such that
all entity mentions are annotated with identifiers to KG entries.

Starting with the INEX [13], TREC, and TAC KBP initiatives [4,
29], the tasks of entity linking and retrieval have gained momen-
tum. Although it has been previously demonstrated that KGs can
be utilzed as a source of expansion terms and smoothing [1, 2, 6,
33, 57], improvements in entity linking and retrieval methods have
led to a series of successes in the utilization of entity relations,
descriptions and types in ad hoc text-centric retrieval scenarios
[12, 38, 49, 55]. Accurate entity linking methods play a critical role
in this scenario, as they provide a bridge between unstructred text
and structured information about entities in KGs.

These successes led to the emergence of a new line of research
on how to effectively utilize entity-centric knowledge repositories
to understand textual data and estimate entity-based relevance to
a given information need. A large number of recent advances in
this field makes this an ideal time to summarize and report the
state-of-the-art approaches to the community. Methods and ap-
proaches outlined in this tutorial provide a foundation for future
advances in several text-centric retrieval tasks, ranging from dis-
covering emerging entities [28], resolving query aspects [50], or-
ganizing content into topics [3, 16] as well as entity-aware ad hoc
document retrieval [12, 38, 49, 55].

We also touch on the issue of semantic search by providing an
overview of novel and recent advances in entity retrieval that are
not covered in previous tutorials on this topic.This tutorial focuses
on the use of KGs for text-centric information retrieval and, more
specifically, on how to leverage different types of data provided by
KGs for ad hoc document retrieval and other search systems. We
refer to the KG4IR Workshop for ongoing work in the area [17].1
The tutorial is divided into four parts: a) entity linking, b) entity
retrieval, c) utilizing entities in text-centric information retrieval,
and d) open research areas, which are discussed in the following
sections.

2 ENTITY LINKING
There exists awide variety of general-purpose encyclopedic knowl-
edge graphs, such as Freebase, DBpedia,WikiData, Yago,Microsoft’s

1See https://kg4ir.github.io/.
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Satori, andGoogle’s Knowledge graph, and domain-specific knowl-
edge bases, such as the Unified Medical Language System. Linguis-
tic and other knowledge can also be encoded in controlled vocab-
ularies and semantic networks, such as MeSH, WordNet, Babelnet
and ConceptNet. Most knowledge graphs have an underlying on-
tology that specifies types, relations, and meta data, while others
are simply structured as networks of concepts or collections of en-
tities.

While each KG has unique characteristics, KG entities are typ-
ically associated with different names and, possibly, types from a
taxonomy or category system, as well as have relations with other
entities. SomeKGs also incorporate explicit textual descriptions for
entities and/or links to textual documents that are “about” each en-
tity. Throughout the tutorial, we discuss how each of these differ-
ent types of information can be used to: a) retrieve a set of entities
for an information need formulated as a keyword query or a ques-
tion, or more broadly: how to assess the relevance of KB elements
to a given topic, b) how to recognize mentions of entities from a
KG in a textual fragment and c) how to utilize these mentions to
assess the relevance of a textual fragment.

Entity linking [48] is the task of identifying entity mentions in
text and aligning them with their corresponding entities in the
knowledge graph. Entity linking systems are typically structured
as a pipeline. The first step is to identify linkable phrases, i.e., text
segments that could mention an entity. In the second step, a candi-
date set for each such phrase is retrieved, of course the possibility
that the mentioned entity is not contained in the knowledge graph
(so-called NIL entities) must be considered. The final step is to dis-
ambiguate which of the candidate entities are actually referred in
the mention based on the context of the mention. We discuss a va-
riety of best practices and methods, such as topic models and word
embeddings.

A range of entity linking toolkits are available for documents
[20], queries [24, 39], and microblog posts [8]. In addition, large
collections of entity link annotation for ClueWeb [21] led to repro-
ducible research on retrieval models that utilize knowledge graphs.

3 ENTITY RETRIEVAL
A large fraction of queries posed to Web search system aim at find-
ing an entity or a set of entities, which can be directly retrieved
from a KG [47]. Such queries may refer to the target entities by
their names, attributes or related entities and be expressed in the
form of keywords or a question [32]. The resulting ranked entities
can be either presented to the user directly or utilized as a source
of query expansion terms for text-centric retrieval.

Since knowledge graph entities are not the same as text docu-
ments or Web pages, new retrieval models are required, which are
often referred to as object retrievalmodels. A canonical approach is
to combine heterogeneous and semi-structured information about
an entity (e.g. its name aliases, attributes, categories, outgoing/in-
coming links, and content) into a static [42, 45, 58] or dynamic
[23] multi-field entity representation. Such entity representations
can be retrieved using specialized structured document retrieval
models, such as the Fielded Sequential DependenceModel [58] and
its feature based variant [45]. Entity retrieval models can also ef-
fectively utilize entity links in queries [24] or type hints [22, 25].

Furthermore, retrieved entities can be diversified by taking the dis-
tance in the knowledge graph into consideration [34].

Entities can also be retrieved using a corpus-based pseudo-relevance
feedback approach, in which feedback documents are analyzed for
entity links [51]. Using entities to retrieve relevant text can be
viewed as an inverse problem to retrieving entities through rele-
vant text [11].

4 UTILIZING ENTITIES IN TEXT RETRIEVAL
In this tutorial we focus on three core angles of text-centric IR sys-
tems: a) keywordmatching and smoothingmodels, b) query expan-
sion models using pseudo-relevance feedback and query logs, and
c) components for diversification and redundancy removal. Most
work on these fronts operate at the level of terms and phrases.
However, recent developments in entity linking algorithms and
object retrieval make it feasible to efficiently tap into the rich in-
formation provided by KGs.

Research on vertical, composite, and aggregate search provides
an alternative perspective on the problem, where the main task is
to combine information from various resources. One central idea is
the formation of information bundles [9] by using of entities as piv-
ots of information and for diversification. In some cases, a knowl-
edge base is interpreted as a further vertical for retrieval [44].

Previously proposed systems successfully leverage knowledge
bases to improve ad-hoc document retrieval. These systems com-
bine the notion of entity retrieval and semantic search on one hand,
with text retrieval models and entity linking on the other. Some-
times users may find it helpful to explicitly include KG entities into
their free text queries [5], or track an entity over time [15].

KG-aware document retrieval models incorporate matches of
entity names, contextual terms, and entity links. Together with ap-
proaches for finding relevant entities these give rise to an effective
generalizable retrieval approach.

Different machine learning approaches aid in solving this task.
Concept Feedback [33] uses a feature-based system with graph
walks. Latent Entity Space [38] uses generative language models.
EsdRank [55] and Entity Query Feature Expansion [12] integrate
entity retrieval, text retrieval, and different indicators from KG-
based query expansionwith a supervised learning-to-rank approach.
Inference on semantic networks, latently relevant entities, entity
types can be integrated into such systems [31, 57]. Language mod-
els are built over uncertain entity links [49]. Furthermore, statis-
tical term association graphs with knowledge bases provide addi-
tional sources for query expansion [2]. Utilizing relation extraction
into text retrieval bears potential but remains a challenge [30, 52].

Several approaches to neural networks have for information re-
trieval been introduced lately, including extentions for incorporat-
ing entity annotations. An example is the combination of entity
and document predictions in a duet model [56].

5 OPEN RESEARCH AREAS
5.1 Graph structure and Graph Walks
Many knowledge bases contain both untyped hyperlinks as well
as typed relational facts between entities, the former appearing in
abundance and the latter being often sparse and biased to entities
of particular types. The graph structure can help understand the
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context, as long as concept drift can be avoided [33, 35, 43]. How-
ever, modern knowledge graphs cover a wide range of relations—
some noteworthy, some ideosyncratic. As a result, many spurious
edges in the knowledge graph lead to severe concept drift when
graphwalk algorithms are employed.Whilemachine learning-based
methods for focused exploration of term graphs and semantic net-
works have been previously proposed [1], filtering out non-relevant
edges when traversing knowledge graphs for query expansion re-
mains an open problem.

5.2 Relations and Relation Extractions
Most progress towards utilizing relations, i.e., the edges in the knowl-
edge graph, have been made in question answering [7]. Although
even question answering benefits from more accurate prediction
of relevant aspects and types of relations [36].

Relation extraction systems [40] can provide us with additional
relations as extracted from text as well as textual evidences we
might want to retrieve. Additionally, with the advent of schema-
less, so called “open information extraction” methods [19], more
links with term-associations are becoming available. Schuhmacher
et al. [52] found that schema-based relation extraction can be used
to find relevant relations for a query, but is applicable only to 60%
of web queries. In contrast, Voskarides et al [54] focuses on the in-
verse problem of retrieving support passages for given relations.
Kadry and Dietz [30] demonstrate that, for retrieval of support
passages for entity relevance, open relation extraction improves
precision. However, a range of limitations of relation extraction
technology affects performance of retrieval systems.

5.3 Entity Aspects
Many entities have different aspects [37, 41, 50] of which only one
needs to be relevant in order to render the entity relevant for the
query. For example, the United Kingdom might be known for be-
ing a European country with a constitutional monarchy in some
contexts, or as a financial metropolis, or even as a country that
appreciates punting as a spare time activity. Even with perfect dis-
ambiguation choices of the entity linking algorithms, it remains
crucial to understand which aspect is relevant and how they are
expressed in text to assess relevance for the information need.

Liu and Fang [38] explore a range of contextual languagemodels
to model query-relevant aspects. Duan and Zhai [18] estimate co-
ordinated intents associated with entities for a given information
need. In contrast, Nanni et al [41] harvest headings fromWikipedia
articles as explicit aspects.

5.4 Query Subtopics
Research on diversification relies on the identification of different
subtopicswithin query-relevantmaterial. Entity-centric approaches
can be applied to topic detection [46]. Especially for complex in-
formation needs, it becomes more important to organize topics
for coherent presentation [3, 16]. It seems sensible that knowledge
graphs can help here, but more work on utilizing KGs in the iden-
tification of query sub-topics is needed.

5.5 Conversational Search
Conversational search and dialog systems for information seek-
ing would likely benefit from utilizing knowledge graphs. The KB-
InfoBot is a dialog system that helps users find entities of inter-
est [14]. Knowledge plays an important role in telling a story in
exploratory search systems [53]. Identifying relevant entities for
the user query helps to find relevant information to produce an
utterance through natural language generation [10]. Many open
questions center around how to use past interactions to estimate a
user-specific knowledge graph [26], and inquire information about
yet unknown entities and relations [27].

6 SUPPORTING MATERIALS
The supporting materials include: a) a collections of tools, b) col-
lections of data and annotation sets, 3) lecture notes, and 4) an
annotated bibliography.2 We are also moderating a “kg4ir” google
group mailinglist for follow-up questions and discussions.

7 CONCLUSION
The recent progress in entity linking and retrieval ensured robust
access of IR systems to vast amounts of information stored in KGs.
Since utilization of this information has been recently shown to
yield improvements in many IR tasks, the main goal of this tutorial
is to educate the community about these important results.

8 PRESENTERS
Prof. Dr. Laura Dietz is an Assistant Professor at University of
NewHampshire, where she teaches Information Retrieval andData
Science. Before that she was working in the Data and Web Science
group at Mannheim University, with Prof. Bruce Croft and Prof.
Andrew McCallum at University of Massachusetts, and obtained
her Ph.D. from the Max Planck Institute for Informatics. Her re-
search focuses on text processing and information retrieval with
KGs. Her scientific contributions span from entity linking to the
prediction of influences in citation graphs. In this tutorial, she will
cover her seminal publication on entity query feature expansion
and her work on finding relevant relations.
Prof. Dr. Alexander Kotov is an Assistant Professor in the De-
partment of Computer Science at Wayne State University. His gen-
eral research interests lie at the intersection of information retrieval,
textual data mining and health informatics. Before joining Wayne
State, he was a post-doctoral fellow at Emory University work-
ing with Prof. Eugene Agichtein. Dr. Kotov obtained his PhD from
the University of Illinois at Urbana-Champaign, under the supervi-
sion of Professor ChengXiang Zhai. At Wayne State, he has been
teaching graduate courses on Information Retrieval and NoSQL
databases as well as undergraduate courses. In this tutorial, he will
cover his recent work on entity retrieval from knowledge graphs
along with the methods for entity representation and ranking.
Dr. Edgar Meij is a senior scientist at Bloomberg where he also
leads a team focusing on graph analytics and semantic technolo-
gies. Before this, he was a research scientist at Yahoo Labs and a
postdoc at the University of Amsterdam, where he also obtained

2See https://kg4ir.github.io/tutorial.
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his Ph.D. He regularly teaches at the (post-)graduate level, includ-
ing university courses and conference tutorials, e.g., at EACL, IC-
TIR, SIGIR, WWW, and WSDM. His research focuses on all appli-
cations and aspects of knowledge graphs, entity linking, and se-
mantic search. This tutorial will cover his contributions on entity
linking, entity aspect mining, and finding supporting passages for
entity relations.
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